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I. 
concept-oriented history rather than in a series of ordered lessons.     A 

student's  history in the  ATP course consisted of a record of correct and 

incorrect  responses tc   the pn Mem-j  in each lessen.     In  BIP both the 

student history and the curriculum organization are used in a much more 

dynamic way,  as each is mere directly related to the content of tb? 

course,  described as rets  of very specific programming skills. 

Our work in these  f<w areas  is  outlined and discussed briefly in 

the present  repert, with numerous  references to detailed discussions in 

cur technical reports and other publications. 

- -— ■ 
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THE IMPROVEMENT ANT TNDTVTDUALIZATTON OF COMPUTER-ASSISTED 

INSTRUCTION:  FINAL REPORT 

Marian Beard,   Avron Barr,   Dexter Fletcher,  and Richard  C.   Atkinson 

The Institute  for Mathematical Studies  in the Social Sciences was 

given research support under Office of Naval Research Contract No. 

N0001U67-A-0012-0051  from Augu.-.t  1970 through July IffJ,  to investigate 

techniques in computer-assisted instruction  (CAT), particularly aimed 

toward the optimization and individualizati.n of instruction.     Against 

the background of a theory of instruction, work was conducted in two 

-ubject areas:  computer-controlled programs in second-language vocabulary 

acquisition and CAI in computer programming,  allowing comparison of the 

quite different models of learning and optimization procedures appro- 

priate to each. 

Atkinson (1972a,  1975a)  disuses   the  factors  that need to be 

examined in deriving optimal instructional strategies,  and identifies 

the key elements  of a  theory of instruction.    The derivation of an 

optimal strategy requires tha:. the instructional problem be stated in 

a form amenable to a decislot.-theor.-tic analyse.     Analyses based on 

decision theory vary somewhat   from field to field,  but  the  same formal 

elements can be  found in most of them.     Stated in a general way    these 

elements are as follows: 

1. The possible states of nature. 

2. The ac-.ions that the decision maker can take to transfom the 
state of nature. 

3. The transfomatlon of the state of nature that results from 
each action. 
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Dl 
in which to proceed after the initial comparison of strategies, depending n 

on the results of the experiment. 

CRITERIA FOR A ^HEORY OF INSTRUCTION 

Our discussion to this point can be summarized by listing four | 

criteria that must be satisfied prior to the derivation of an optimal 

Instructional strategy: 

1. Specification of admissible instructional actions. 

2. Specification of instructional objectives. 

3' tfT^T^1  S,Calen
that P^'its "sts to be assigned to each 

oi ÄtSSÄj^and payoffs to the 2££r 
1+.    A model of the  learning process. 

If these  four elements  can be given a preise intexpretanon,  then it is 

generally possible to derive  an optimal instructional policy.     The solu- 0 

tion for an optimal policy is not guarantee.,  but  in recent years some 

powerful tools have been developed for discovering optimal or near 

optimal procedures  if they exist. 

The four ertUrt. lUUi ab,,e,   taken m corjunctlo. „Ith methods 

for deriving optima!  Strategie.,,  .ellne eltner a mole! of .notr.c.ion or fl 

a theo^ of l»t»cUon.     ,:._„„ th.   ten,, theoty or model f uSed „ 

depends on tne genorallty of th. applUatlon. that can be made.    Much of 

the »ork supported by the  .ontrac   „as been conoemed with the aeveiop- 

ment of specific moceds for specific tnstrdctlona! tasks; hopef.dly   th. 

collection of sucn models „111 wmu, tJ,e „„„^ ^ , gerierai ^ 

of Instruction. 

in *» of the criteria listed above.  It It clear that a model or l 

theory of instructicn is  in  fk««  a   ^^r.-   •, 
tact a special case of what has  come to be 
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known in the mathematical and engineering literature as optimal control 

theory or, more   simply,  control theory.     The development of control 

theory bftfl progressed at  a rapid rate both in the united States and 

abroad,  but most of the applicati^ns involve engineering or economic 

systems of one  type or another.    Precisely,  the  same problems are posed 

in the area of instruction except that the  system to be controlled is 

the  human learner,  rather than a machine  or group of industries.    To the 

extent that the  above  four elements can be  formulated exilicltly, methods 

of control  theory can be used in der: ving optimal instructional strategies. 

SECONj-LANGUAGE VOCABULARY ACQUTSITION 

Two projects  involving second-language  vocabulary were carried out 

under the  contract.    The first programs discussed here are based on 

-did mathematical theories of simple learning tasks.    In particular, 

tney attempt  to  optv.ize the memorization of translations of foreign 

language vcoaoulary items by individualizing  the sequence of item pre- 

MnUtlon.    A teserlftios of thl«  iMtmctlonU sltiurtlon as a probabil- 

istic MarKov pxoM««  is   .sed to deri-.v an item sequencing algorithm, that 

facilitates   ilgnlfletnt   impr,ve;.-.ent in acquisition rates.    We also 

describe a nttaonlc mem flz^tlon  technique  that  we are currently explor- 

ing in BOnJunctl I   With UM  second-language  vocabulary itodlM. 

An Experiment  on Cptin:al Sequencing Schemes 

In this  study a large wl  of German-English items are to be learned 

during an instructional session that Involves  a series of  trials.     On 

each trial,  one of the Geraan words  is presented tad the student attempts 

to give  the English trtnsUtiOBJ  the correct translation is then pre- 

sented for a brief .nudy period.     A predetermined mater of trials  is 
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allocated for the instructional session, and after some intervening 

period a test is administered over the entire vocabulary. The problem 

is to specify a strategy for presenting items during the instructional 

session so that performance on the delayed test will be maximized. 

Four strategies for sequencing the instructional material will be •* 

considered. One strategy, designated RO for random order, is to cycle "^ 

m 
through the set of items randomly; this strategy is not expected to be 

particularly effective, but it provides a benchmark against which to 

evaluate other procedures. A second strategy, designated SS for self 

selection, is to let the student determine for himself how best to 

sequence the material.  In this mode, the student decides on each trial 

which item is to be presented. 

The third and fourth schemes are based on a decision-theoretic 

analysis of the task.  A mathematical model that provides an accurate 

account of vocabulary acquisition is assumed to hold in the present 

situation. The model is used to compute, on a trial-by-trial basis, an 

individual student's current state of learning.  Based on these compu- 

tations, items are selected for test and study so as to optimize the 

level of learning achieved at the termination of the instructional 

session. Two optimization strategies derived from this type of analysis 

will be examined. In one case, the computations for determining an 

optimal strategy are carried out assuming that all vocabulary items are 

of equal difficulty; this strategy is designated OE (i.e., optimal under 

the assumption of equal item difficulty). In the other case, the compu- 

tations take into account variations in difficulty level among items; 
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this  strategy is  called CU (i.e.,  optimal under the assumption of unequal 

item difficulty).     The details of these twc  strategies will be described 

later. 

Both the OU and CE schemes assume that vocabulary learning can be 

described by a fairly sjmple model.    We postulate  that a given item is 

in one of three  states   (P,  T,  and U)  at any moment  in time.    If the item 

is in State P,  then its  translation la known and this knowledge is 

"relatively" permanent  in the sense that  the  learning of other items 

will not  interfere with it.     If the item is  m State T,  then it is  also 

known but on a  "temporary" bajis;  in State T the  learning cf other items 

can give  rise to interference effects that  cause the  item to be for- 

gotten.     In State U the  item is not known,  and the student is unable ■ o 

give a translation. 

When Item i  la presented  tne  following transition matrix describes 

the possible change  in  its state: 

P T U 

P      1 0 0 
LCI) •   T    x(i)      l.x(l) o 

Ü    y(i) 8(1) l-y(i)-z(0 

Rows of the MtrlX represent  the : täte of the  item at the start of the 

trial,  ana  column.,   the  state at  the end of the  trial.     On a trial when 

some other item is  p»Mnted  for test and study,   transitions in the 

state of Item i also may ta*.   place.    Such transitions  can occur only 

if the student makes  an error on the other item;   in  that ca:-e the tran- 

sition matrix applied   to Item i is as  follows: 

10 
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F(i) ■ 
p   1 0 0 
T    0 l-f(i) f(i) 
U    0 0 1 

Basically, the idea is that when some other item is presented that the 

student does not know, forgetting may occur for Item i if it is in State T. 

Prior to conducting the experiment reported here, a pilot study was 

run using the same word lists and the RO procedure described above. Data 

from the pilot study were employed to estimate the parameters of the 

model; the estimates were obtained using the minimum chi-square procedures 

described in Atkinson (]972b). Two separate estimates of parameters were 

made. In one case it was MSUowd that the items were all equally diffi- 

cult, and data from all 8^4 items were lumped together to obtain a single 

estimate of the parameter vector; this estimation procedure will be 

called the equal-parameter cate (E case1). In the second case data were 

separated by items, and an estimate of the parameter vector was made for 

each of the %h  items ; this procedure will be called the unequal-parameter 

case (U rase). The two sets of parameter estimates were then used to 

generate the cptirr.lzation schemes previousl"- referred to as the OE and 

OU procedures. 

In order to formulate an "optimal" instructional strategy, it is 

necessary to be precise about the quantity to be maximized. For the 

present experiment the goal is to maximize the total number of items 

the student correctly translates on the delayed test. To do this, we 

need to specify the relationship between the state of learning at the 

end of the instructional session and performance on the delayed test. 

The assumption made here is that only those items in State P at the end 

11 
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of the instructiunal session will be translated correctly on the delayed 

test; an item in State T is presumed to be forgotten during the inter- 

vening week. Thus, the problem of maximizing delayed-test perfomance 

involves maximizing the number of items in State P at the end of the 

instructional session. 

The learning model can be used to derive equations and, in turn, 

compute the probabilities of being in states P, T, and U for each item 

at the start of any trial, conditionalized on the student's response 

history up to that trial. Given numerical estimates of these proba- 

bilities, a strategy for optimizing performance is to select that item 

for presentation that has the greatest probability of moving into State 

P. This strategy has been temed the "one-stage" optimization procedure 

because it look- anead one trial in making decisions. 

The experiment MU carried out under computer control. The students 

participated in two MMlOOS! an '•instructional session" of approximately 

two hours and a brieter "delayed-test session" administered one week 

later. The delayed rest was the same for all students and involved a 

test over -.he entire vocabulary. The instructional session was more 

complicateo. The  vocabulary item.; were divided into seven lists, each 

containing 12 Gtrr.an w.ru.; tne lists were arranged in a round-robin 

order. 0- each trial oi  tne instructional session a list was displayed, 

and the evident inspected it for a brief period of time. Then one of 

the items on the list was selected for test and study. In the R0, 0E, 

and 0U conditions the item was selected by the computer; in tne SS 

condition the item was chosen by the student. After an item was selected 

for test, the student attempted to provide a translation; then feedback 

12 
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regarding the  correct translation was given.    The next trial began with 

1'ie computer displaying the next  list in the  round robin,  and the same 

procedure was  repeated.    The instructional session continued in this 

fashion for 336 trials. 

The results of the experiment can be summarized as  follows: Perfor- 

mance during the instructional session is best  for the RO condition, next 

best  for the OE condition which is  slightly better than the SS condition, 

and poorest   for the OU condition.    The order of the groups is  reversed 

on the delayed test.     The OU condition is best with a correct response 

probability of .79;  the SS condition is next with .58;  the OE condition 

follows closely at   .3h;  and the RO condition is poorest at  .38.    The 

observed pattern of results is what one would expect.     In the SS condition, 

the students are  trying to test themselves en items   they do not know; 

consequently,  during the  instructional session,  they should have a lower 

proportion of correct responses  than students  run on the RO procedure 

where item,  are tested at  random.    Similarly,  the OE and OU conditions 

involve a pr-cedure that   atteapts to Identify and test those items that 

have not yet been .mastered and  -should proiuce  hlfh error rates during 

the l^strjctlonal session.    7'he ordering of groups  en the delayed test 

is  rever?ed line«  til tfordfl  are tested in a non-selective  fashion; under 

these conditions the proportion of correct  responses provides a measure 

of a student's mastery of the  total Mt of vocabulary items. 

The magnitude of the effect.--, observed on  the delayed test is of 

practical significance.     The SS condition (when compared to the RO 

condition)  leads  to a  relative gain of 53^, whereas the OU condition 

yields a relative gain of  108^.    It is interesting that students were 
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effective in e.etemining an optimal study sequence, but not so effective 

as the best of the two adaptive teaching systems. 

The OU procedure is sensitive to interltem differences and conse- 

quently generates a more effective optimization strategy than the OE 

procedure.    The OE procedure,  however, is almost as effective as having 

the student make his own instructional decisions and far superior to a 

random presentation scheme. 

This investigation and similar studies are reported in detail in 

Atkinson (1972b),  Atkinson and Paulson (1972),  and Paulson (1973). 

I . Mnemonic Methods and Vocabulary Learning 

When conducting vocabulary studies of the sort reported above, one 

is struck by the large variability in learning rates across subjects. 

Even Stanford students,  who represent a highly selected sample from the 

college population,  display impressively large between-subject differences. 

These differences may reflect differences in fundamental learning abil- 

ities,  but they are also Influenced by the strategies that each student 

brings to bear on the  task,    üood learners can introspect with ease about 

a "bag of tricks'' they use in vocabulary learning wnereas poor learners 

are unable to describe what  they are doing except possibly to comment 

that they rehearse  to themselves.    The poor learners might well perform 

at a much higher level if they were aware of the techniques that good 

learners report using.    With this in mind, we conducted a series of 

experiments on mnemonic methods  for vocabulary learning.     In this summary 

report we will only describe the nature of one of these procedures that 

we have called the keyword method;  for a more detailed account of this 

research see Raugh and Atkinson (1975) and Atkinson (1975b). 

11+ 
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I. 
group were  given no mnemonic aid.    For all subjects,  the Russian item 

was pronounced (through a computer-controlled audio facility) as tN 

keyword and translation,  or the translation alone, were displayed on a 

CRT termin.:  screen. 

Instruction sessions,  lasting approximately h5 minutes per day for 

three days, presentee   a 120-word Russian vocabulary,  one UO-word sub- 

^ vocabulary on each day.     A daily session consisted of three study-test 

( cycles through the hO words.     Darlag the ctudy phase,  each Russian word 

was pronounced as the appropriate material was displayed (either keyword 

and translation or translation alone)   for 10 seconds.     In the test phase, 

the Russian word was pronounced and the program waited 10 seconds for 

the subject to initiate  his  typing of the English translation. 

A comprehensive test of all 120 words was given on the fourth day, 

and a delayed comprehensive test was given 30 to 60 days later.    The 

results of all the tests,  during tne three instruction days and for both 

comprehensive tests,   'avored   the keyword condition.     On each day the 

keyword group leamoa more words   in two study-ter.t trials than the 

control group 1-arnea In all tnrc- trials.    On  tte  eomprehonsive test 

(Day k), tne mean probability of a eonect ntpoOM was   .12 for the 

keyword  condition,   M tot tne control.    Finall/,  on the delayed compre- 

hensive test,  the probability correct for t'.e keyword group was  .U3, 

'■ for the control group,   .28. 

It appears that the öize of the keyword effect  for Russian is even 

larger tnan that for Spanish.    The  reason is that many subjects in the 

Spanish experiments had studied at least one Romance  language and con- 

sequently were able  to learn some of +he Spanish wordo by using cognates 

16 
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as memory aids.    In Rustian there are  few cognates,  and the keyvord 

method appears te be even more useful.     During the  last year a large 

computer-based vocabulary drill supplement using the keyword method was 

offered to second-year Russian students at Stanford  (see Raugh,  Schupbach 

I Atkinson,   1975^. 

TNGTPUCTTCN TN COMPUTER PROGRAMMING 

This seetlOD leserlbei  two CAT  courses in computer programming, 

both intended for college or junior college level students.    The  first 

course, whicn teacnes  The  AID language, was originally developed with 

funds  from the National Aeronautics and Space Administration;  this 

development is described by Friend and Atkinson (1971)   and Friend  (1971). 

Continued development under ONR support used the AID course as a research 

vehicle  for BtUdlei   In  cptimizatl'.r: procedures  appropriate in complex 

technical areas.    I-veloprnent of the second course,  called the BASIC 

Instrjcticnal Program,  has been supported jointly by ONR and the Advanced 

Research Projecti   Agency. 

The AID Com-Ee 

The course "CoBpitep-asslsted Instmctlon In Pn>gnuning: AID" is 

complHtely gelf-conl .Ined an.!   requires  no supervision  from a qualified 

instructor of progreaalng.    A brief student nenuftl (Friendj 1972) is 

supplied tfj supplement  the  ins trad, ion given by computer.     Teletype- 

writer operatic n is simple and ca-, be  learned  from short instructions 

printed in the student manual. 

Once the  student has  the  teletypewriter in Oferetlon, all further 

iSStruetion li given oy computer under the  contrcl of a program known 

17 
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as INST.    This program,  which js the major component of the INSTRUCT 

system,  interprets coded  lessons providing individualized,  tutorial 

instruction to the  student.    This instructional system and the method 

of programming lessons  for it arc described by Friend (1971). 

The AID course uses most of the  features of the INSTRUCT system. 

The course contains 50 lessons organized into seven "lesson blocks." 

Each block contains  five tutorial lessons,  followed by a self-test and 

a general review.    The  50th lesson is  a concluding lessen independent 

of the biotas.    Tnr  lessons  vary in length from 10 to 60 exercises de- 

l . pending upon the content.     Lessons of average  length require abcvi+  one 

hour to complete.    lesson length is completely under student control, 

and a student may take a  few exercises or several lessons in one sitting. 

One of the prinary teaching strategies used in the course is the 

provision  for studert control of the sequence of instruction.    Students 

may skip from any exorcise in the  course  to any other exercise at any 

time,  retracing ^hnir step! if ttey wish,  or skipping lessons entirely. 

This itntOgy 1« Intended to encourage the student, to take  responsibility 

for leamir.g the concepts,  net  bimply  lor progressing  through a given 

set of exerciüeL-.    Most  college rtudentr,  are  capable^  ana desirous,  of 

assuming this   rosponsibility,  and the provision of stuaent control of 

instruction is assumed to provide motivation. 

Because of this allowance  for student control,  the 50 lessons may 

be taken in any   sequence.     If the student does  not exercise his pre- 

rogative  for choosing  the sequence,  the  lessons are automatically 

sequent,-d  for him;  and it is assumed that most students will complete 

the lessons  in the order indicated. 
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Besides the main strand of lessons,  the course also contains  review 

lessons,  one  for each of the  tutorial lessons  in the seven lesson blocks. 

These  review lessons are also tutorial and cover tne sar.e concepts  as do 

the  lessons  they are associated witn.     However,  they present each concept 

from a slightly different viewpoint,  providing additional practice in the 

skills  to be  learned.    In general,  each lesson covers  five or six related 

concepts.     In review lessons,  the  student may revie ■ vhichever concepts 

he wishes,   in any order im chooses.     In  fact,  he must   choose the order; 

tnere is no automatic sequencing provided by the program.     At the end 

of each tutorial lessen,  the  student is  asked if he wants   to review any 

of the ideas  covered la the  lessen just completed.    The student need not 

wait  for these  reminders,   of course,  since  he can call for any review, 

or any exercise in any review,  whenever he wishes. 

Also a-jscciatea witr. each tutorial lesson is a summary of the  lesson, 

and the student is  reminded at  the end of each lesson that summaries are 

available  a^  his  option,     Tn  addition  to  the main strand  of lessons, 

the  reviewj,  and the summaries,   there  is  a strand of "extra-credit" 

problems containing more difficult programming problemr  tc  be solved by 

tne mere  capable  students. 

The  inclusion of review lessons  is a gross methud  for providing 

individualized  remediation.     A more sensitive means of individualizing 

remediation is u^ed within the  lesions  themselves, where non-optional 

remedial sequences of exercises are given automatically to students who 

demonstrate an Inadequate understanding of the material being taught. 

Because of this automatic  remediation,  different students may receive 

different numbers of exercises  in a given lesson. 

[ 

19 

mmmmmtatmmm 



^ 

A student who makes an inccrre ■• response to an exercise may not 

need an entire sequence of remedial exercises. He may profit from a 

single specific corrective message, pointing out the error and allowing 

him another try at the same problem. This kind of specific correction 

is used for most exercises in the course. Messages are provided, not 

for all possible incorrect responses, but for those incorrect responses 

Judged to be most likely to occur. 

The curriculum and student control features are described more 

fully by Friena, Fletcher, and Atkinson (1972) and Friend (1973a,b). 

Extensive analysis of stidents1 problem-solving behavior, focussing on 

problem difficulty and diversity of student solutions to programming 

problems, is presented In Friend (1975). 

An important aspect of the research in individualization involved 

mechanisms allowing studentc to exercise a considerable degree of con- 

trol over the content and sequencing of instructional material, as 

mentioned above. A b-tudy described by Beaid, Lorton, Searle, and Atkinson 

(1973) was conducted tc compare a student-selection scheme against two 

strategies of coogutex control. Cne major finding of this study was 

tnat students do not ehooM to exercise BUCh control over the material 

presented to themi thus« students who were: allowed their choice of lessons 

consistently followed tne path of the ordered lessons. More significant, 

in light of the direction taken since that time, was the conclusion that 

the AID course itself wab not ideally suited to investigation of sophis- 

ticated individualization scnemes. First, since the curriculum is clearly 

laid out in a pedagogically sound, linear order, it actually discourages 

students from making different choices.  Second, the instructional program 
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is not directly linked to the AID interpreter,  thrcugh which the students 

write their own programs,  and thus  the course cannot provide assistance 

or instruction during the problem-solving activity itself.    As the 

student writes his program,  his only sources of assistance are the error 

messages provided by the non-instructlcnal AID interpreter. 

An inadequacy of the AID course, especially for research purposes, 

is its  limited ability to characterize individual students' knowledge 

of specific skills,  and its inability to relate students'  skills to the 

curriculum as anything more tllfU) a ratio of problems correct to problems 

attempted.    The program cannot make  fine distinctions between a student's 

strengths and weaknesses,  and cannot present instructional material 

specifically appropriate to that student beyond  "harder" or "easier" 

lessons.    In order to explore the effects of different curriculum selec- 

tion strategies in more detail,  we developed a new introductory course 

in computer programming capable of representing both its subject matter 

and student performance more adequately. 

The  BASIC Instructional Program is a stand-alone,   fully self- 

contained course ir.   BASIC programming at the high school/college level 

developed over the past two years with the assistance of over 300 under- 

graduates who nave taken the course at DeAnza College,  the University of 

San Francisco,  and Stanford.    Our classroom experiences developing BIP 

as an instructional vehicle were aescribed by Barr,   Beard, Lorton,  and 

Atkinson (19714a,b).     BIP'b major features are: 

- A monitored BASIC interpreter,  written by the project staff, 
which allows the instructional system maximal knowledge 
about student errors. 
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- A HINT system that gives both graphic and textual aid in problem 

solving. 

- Individualized task selection based on a Curriculum Information 
Network, vhich describes the problems in terms of fundamental 
skills. Problems are selected using a model of the student's 
acquisition of the skills required by his earlier programming 
problems. 

- A curriculum consisting of approximately 100 well-written, 
interesting programming problems at widely varying levels 
of difficulty. 

j 
The tutorial programming laboratory environment supported by HEP 

is described fully by Barr,  Beard, and Atkinson (1975a).    To the student 

seated at a terminal,  BIP looks very much like a typical timesharing 

BASIC operating system.    The BASIC interpreter, written especially for 

BIP,  analyzes each program line after the student types it,  and notifies 

the student of syntax errors.    When the student runs his program, it is 

checked for structural illegalities,  and then, during runtime,   "execution" 

errors are indicated.     A file storage system,  a calculator,  and utility 

commands are available. 

BIP's Curriculur:: Information Network 

In much of the current research in tutorial CAI, generative CAI, 

and mixed-initiative natural language dialogues, the central problem is 

the "representation" of the subject domain, which is also a fundamental 

concern of research in cognitive psychology and artificial intelligence. 

The goal is tc provide a representation of the subject matter that is 

sufficient for individualized tutoring and also has a realistic and 

manageable computer implementation. In technical subjects, development 

of skills requires the integration of facts, not Just their memorization, 

and the organization of instructional material is crucial for effective 

instruction in these areas. 

22 



The Curriculum Infomation Network (CIN)  is intended to provide the 

instructional program with an explicit representation of the structure 

of an author-written curriculum (Barr    Beard, & Atkinson,  Iffte).    It 

contains the interrelations between the pi^blens which the author would 

have used implicitly in detemining his    branching- schemes.    It allows 

meaningful nodelling of the student's progress along the lines of his 

developing skills,  not Just  his history of right and wrong responses, 

without  sacrificing tta motivational advantages of human organization of 

the  curriculum material.    For example,  in the BIP course,  the  CIN con- 

sists  of a complete ae.cription of each of the 100 programming problems 

in tems  of the skills  developed in solving the problems.    Thus,  the 

instructional program can monitor the student's progress on these skills 

and »kooM the next task with an appropriate group of new skills.     An 

intennediate step is introduced between r^corfing the student's history 

and selecting his next problem•  tne network becomes a model of the 

student's state of knowledge,  sinre it has an estimate of his ability 

in the  relevant skills,  not just his perfcnnance on the problems he has 

completed.     Branching decisions are based on this model Instead of being 

determined simply by thl  student's  success/failure history on the problems 

he has completed. 

In this way,  a problem can be presented for different purposes to 

students with different histories.     The flexibility of the curriculum 

is of course multiplied as. a result.    More importantly,   the individual 

problems  in the curriculum can be more natural and meaningful;  they do 

not necessarily involve only one skill or technique.     In frame-type 

currlculums this one-dlmensionality of the problems has a constricting 
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evaluated after each task.     In the  "Post Task Interview" he is asked to 

indicate whether or not he needs more work on the skills required by the 

task, which are listed separately for him. 

As soon as the student completes GPEENFLAG, therefore,  the instruc- 

tional program knows soirething about his own estimation of his abilities. 

In addition,   for all future tasks  his  solution is evaluated (by means of 

comparing its  output with that of the model solution run on the same test 

data)  and the  results are stored with each skill required by the task. 

The program then has  two measures of the  student's progress  in each skill-- 

his self-evaluation and its own comparison-test results. 

A student progresses through the curriculum by writing,  and running, 

a program that solves the problem presented on his terminal.    Virtually 

no limitations are imposed on the amount of time he spends,  the  number 

Of lines he writes,   the  nun.ber of errors  he  is allowed to make,  the 

number of time«:  he c'rooses to execute the program, the changes  he makes 

within it,  e-c.    The  task on which he is working is stored  on a stack- 

like jtrucritr,  to that he may work on another taski  tot whatever reason, 

and  return to the previous   task automatically.    The currlCUlUB strutttm 

can accommodate  a  wide  variety  of BtUdant  aptitude:',  ana  skills*     Most  of 

the currlculu'r.-relatea options are designed with  the less ccopetant 

sfuient in min.j.     A Bore  independent student, mey simply Ignore  the  options« 

Thus,  BIF giveo  students the opportunity to determine  their own  "challenge 

levels" by making assistance available but not inevitable. 

BIP offers the student considerable flexibility in making his own 

task-related decisions, lie may ask for hints and :ubt.asks to help him 

get  started in solving the given problem,  or he may ponder the problem 
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on his own, using only the manual for additional infomation.    He may 

request a different task by name,  in the event that he wishes to woA on 

it immediately, either completing the new task or not,  as he chooses. 

On his  return,   HTP tells him the name of the again-current task,  and 

allows him to have its text printed to remind him of the problem he is 

to solve.    The student may request the model solution for any task at 

any time,  but HIP will not print the model for the current task unless 

the student has exhausted the  available hints and subtasks.     Taken to- 

gether,  the curriculum options allow for a wide range of student prefer- 

ences and behaviors. 

The HEP program has been running successfully with both Junior 

college and university students.    However,  the program is still very 

much in an experimental stage.    From a psychological viewpoint,  the 

principal research issues deal with (l) procedures for obtaining on-line 

estimates of student abilities as  represented in the infomation network, 

and (2) alternative methods  for using the current estimates in the in- 

formation network to r.ake instractional decisions.    For a more complete 

description of r,ur recent work on BIP and a review of our plans  for 

continued research see  Barr,  Beard,  and Atkinson (l^5d). 

CONCLUDING REMARKS 

The projects described in this paper have one theme in common, 

namely, developing computer-controlled procedures for optimizing the 

instructional process.    For several of the instructional tasks considered 

here, mathematical models of the learning process were fcnnulated which 

made it possible to use formal methods in deriving optimal policies. 
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In other cases the "optimal schemes" were not optimal in a well-defined 

sense,  but were based on our intuitions about learning and some relevant 

experiments.     In a sense,  the diversity represented in these examples 

corresponds to the state of the art in the  field of instructional desi, n. 

For some tasks we can use psychological theory to help define opti ml 

procedures;   for others our intuitions, modified by experiments, must 

guide the effort.     Hopefully,  our understanding of these matters will 

increase as more projects are undertaken to develop sophisticated in- 

structional programs. 

Some have argued that any attempt to devise optimal strategies is 

doomed to failure,  and that the  learner himself is the best Judge of 

appropriate instructional actions.    We are not sympathetic to a learner- 

controlled approach to instruction,  because we believe its advocates are 

trying to avoid the difficult but challenging task of developing a viable 

theory of instruction.    There obviously is a place for the  learner's 

Judgments  in making instructional decisions;  for example,  such Judgrrents 

play an important role  in several parts of our BIP course.     However, 

using the  learner1-  Judgment  U one of several ItMS of Infrrmation m 

making instructional decisions  is different  from proposing that,  the 

learner shouli  have crr.plete control.     Results presented  in thifl paper 

and those cited in Beard et al.   (1973)  indicate that the  learner is not 

a particularly effective decision maker in guiding the  learning process. 

At the beginning of this report we defined the four criteria that 

must be satisfied before an optimal instructional procedure can be de- 

rived using formal methods. For the types of instructional situations 

dealt with during the life of this contract specifications can be offered 
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for the first three elementc.     However,  the  fourth eleraent--the speci- 

fication of a model of the learning proceso—represents a major obstacle. 

Our theoretical understanding of learning is  so limited that only in very 

special cases  can a model be specified in enough detail to enable the 

derivation of optimal procedures.    Until we  have a much deeper under- 

standing of the  learning process,  the identification of truly effective 

strategies will not be possible. 

However,  an all-inclusive theory of learning is not a prerequisite 

for the development  of optimal procedures.     What is needed is a model 

that captures  the essential features  of tnat part of the  learning process 

being tapped by a given instructional task.    Even models that have been 

rejected on the basis of laboratory investigations may be useful m 

deriving instractional strategies.    Several of the learning models  con- 

sidered in this paper have pr-ven unsatisfactory when tested in the 

laboratory and evaluated using standard goodness-of-fit criteria;  never- 

theless,  the optimal  ;tra-cegies tney generate are often quite effective. 

Our own prefeivnce is   to formulate a^  complete a learning model as 

intuition ana  uata will pern.it   and   ttatO use  that  model to investigate 

optimal proevdtties«     ifl»n possible tlM learning model snould be  repre- 

sented  in  the  ton   oi  matnematical equatiun^,  but  otherwise  as  a set of 

statements  in a computer-simulation program.    The main point is  tnat the 

development of a theory of  instruction cannot progress  if one holds  the 

view that  a cumprehensive theory of learning is a prerequisite.     Rather, 

advances in learning theory will affect  the development oi a theory of 

instruction,  and conversely the development  of  a theory oi  instruction 

will influence the direction of research on learning. 
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